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Abstract

A wide range of database applications manage time�varying data� Examples include� e�g�� accounting�
personnel� schedule� and data warehousing applications� At the same time� it is well�known that
querying and correctly updating time�varying data is di�cult and error�prone when using standard
SQL� As a result of a decade of intensive exploration� temporal extensions of SQL have reached a
level of maturity and sophistication where it is clear that they o�er substantial bene�ts over SQL
when managing time�varying data�

The topic of this paper is the e�ective implementation of temporally extended SQL�s� Tradi�
tionally� it has been assumed that a temporal DBMS must be built from scratch� utilizing new
technologies for storage� indexing� query optimization� concurrency control� and recovery� This pa�
per adopts a quite di�erent approach� Speci�cally� it explores the concepts and techniques involved
in implementing a temporally enhanced SQL while maximally reusing the facilities of an existing
SQL implementation� e�g�� Oracle or DB�� The topics covered span the choice of an adequate times�
tamp domain that include the time variable �now�	 a comparison of alternative query processing
architectures including a partial parser approach� update processing� and transaction processing� the
latter including how to ensure ACID properties and assign correct timestamps�

Keywords� Temporal databases� SQL� layered architecture� query processing

� Introduction

A wide variety of existing database applications manage time
varying data �e�g�� see ��� p� ���� �����
Examples include medical� banking� insurance� and data warehousing applications�

At the same time� it is widely recognized that temporal data management in SQL�� is a complicated
and error
prone proposition� Updates and queries on temporal data are complex and are thus hard to
formulate correctly and subsequently understand �e�g�� see ���� ��� ���� This insight is also not new� and
following more than a decade of research� advanced query languages with built
in temporal support now
exist �e�g�� ��� ���� that substantially simplify temporal data management�

To be applicable in practice� a temporal language mustmeet the challenges of legacy code� Speci�cally�
a temporal query language should be upward compatible with SQL��� meaning that the operation of the
bulks of legacy code is not a�ected when temporal support is adopted� In addition� it is desirable that the
languages permit for incremental exploitation of the temporal support� When a temporal language is �rst
adopted� no existing application code takes advantage of the temporal features� Only when converting
old applications and developing new ones are the bene�ts of temporal support achieved� To be able to
make this transition to temporal support� temporal and old� �non
temporal	 applications must be able
to coexist smoothly�

Temporal query languages e�ectively move complexity from the user�s application to the implemen

tation of the DBMS� The usual architecture adopted when building a temporal DBMS is the integrated
architecture used for implementing commercial relational DBMS�s ��� � ��� �� ���� This architec

ture allows the implementor maximum �exibility in implementing the temporal query language� This
�exibility may potentially be used for developing an e�cient implementation that makes use of� e�g��
special
purpose indices� query optimizers� storage structures� and transaction management techniques�
However� developing a temporal DBMS with this approach is also very time consuming and resource
intensive� Indeed� existing implementations of temporal query languages using this architecture focus on
proof of concept or functionality only�they do not also succeed in exploiting the potential for improved
performance ���� A main reason why the layered architecture has received only little attention so far is
that the ambitious performance goal has been to achieve the same performance in a temporal database
�with multiple versions of data� as in a snapshot database �without versions and thus with much less
data��

As a supplement� we will in this paper explore the implementation of temporal query languages using
a di�erent architecture� the layered architecture� This architecture implements a temporal query language
on top of an existing relational DBMS� Here� the relational DBMS is considered a black box� in that it
is not possible to modify its implementation when building the temporal DBMS�

The most important potential advantage of building on top of an existing DBMS� compared to
building the temporal DBMS from scratch� is the possibility of reusing the services of the DBMS� e�g��
the concurrency control and recovery mechanisms� for implementing the extended functionality� Another
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advantage is the possibility of achieving upward compatibility with a minimal coding e�ort� The major
disadvantages are the entry costs that DBMS�es impose on its clients� as well as the impossibility of
directly manipulating DBMS
internal data structures�

In this paper we focus on the design of a temporal DBMS� implemented using a layered architecture�
Our main design goals are upward compatibility and maximum reuse of the underlying DBMS� Another
goal is that no queries should experience signi�cantly lower performance when replacing an existing
DBMS with a temporal DBMS� Throughout� we aim to achieve these goals�

We consider the possible alternatives for a domain for timestamps� including the possible values
available for representing the time variable �now�	 We show how a partial parser architecture can be
used for achieving upward compatibility with a minimal e�ort� Several implementation aspects are
covered in details� Speci�cally� we show how correct update processing is achieved� and we discuss the
possibilities for implementing correct temporal
transaction processing�

A partial parser has been implemented that provides a minimum of temporal support� and all code
examples in the paper have been tested using the Oracle DBMS and its query language� PL
SQL� We
have chosen a commercial DBMS as the underlying DBMS� and not an extensible system ���� ��� �� ��
because we want to investigate the seamless migration of legacy systems�

Related research may be divided into two parts� other work on the layered implementation of temporal
query languages and work that uses a layered architecture for implementing other functionality�

The research reported by Vassilakis et al� ���� assumes a layered implementation of an interval

extended query language� VT
SQL� on top of Ingres� The focus is on correct transaction support� and
the problem addressed is that the integrity of transactions may be violated when the layer uses temporary
tables to store intermediate results� This is because the SQL�� standard does not require that a DBMS
permits both data manipulation and data de�nition statements to be executed in the same transaction
���� p� ���� This may make it impossible to rollback a transaction started from the layer� The problem
is solved by using two connections to the DBMS� We �nd that the problem is eliminated if the DBMS
supports SQL�� temporary tables� and this paper does not address that problem�

The TSQL query language was designed with ease of implementation in mind� but still the idea
was to exploit well
known temporal implementation techniques and available internal modules �e�g�� for
storage management� when building an integrated implementation ���� Layered implementation was
not considered�

More recently� a layered implementation� based on ORACLE� was pursued in the TimeDB proto

type ��� that implements the ATSQL query language� which incorporates ideas from TSQL ��� and
ChronoLog ���� The topics covered in this paper are partly inspired by and generalize TimeDB�

The layered architecture has been used for implementing object
oriented data models using the ser

vices of relational DBMS�s ��� ���� Here� the layer is used to make a paradigm shift from a relational
to an object
oriented model� and upward compatibility is not considered� In other research� a passive
DBMS �Starburst� was converted to an active DBMS ���� A small extension to SQL was implemented
using a layered architecture� with the goal of maximum reuse of the underlying� passive DBMS�

The rest of the paper is organized as follows� In Section  we �rst characterize temporal support
and motivate the need for a temporal SQL� Then the layered architecture is introduced� and the design
goals for a layered implementation are given� Section � is concerned with the domain of timestamps�
including the representation of the timestamp value �now�	 Alternative partial parser architectures
for temporal query processing are the topic of Section �� and Section � addresses the implementation of
temporal modi�cation statements� Section � is devoted to the correct processing of temporal transactions�
Finally� Section � summarizes and points to directions of future research�

� Temporal SQL and Design Goals

Following an introduction to and a motivation for the functionality that a temporal SQL adds to SQL���
we introduce the layered architecture and state the design goals for the layered implementation of this
functionality�





��� Temporal Functionality

Two general temporal aspects of database facts have received particular interest ���� The transaction
time of a fact records when the fact is current in the database� and is handled by the temporal DBMS�
Orthogonally� the valid time of a fact records when the fact is true in the modeled reality� and is handled
by the user� or default values are supplied by the temporal DBMS� A data model or DBMS with built
in
support for both times is called bitemporal ����� and if neither time is supported� it is termed non�temporal�

In a temporal data model� a database may record the temporal aspects of data implicitly �because the
data model is temporal� or explicitly �because explicit attributes are available�� or both� To distinguish
between these two� we adopt the terminology outlined below�

Implicit Time Support Explicit Time Support���
��

�snapshot	
�valid�time	

�transaction�time	
�bitemporal	

���
��

� �relation with	 �

���
��

�snapshot	
�valid�time	

�transaction�time	
�bitemporal	

���
��

�data	

For example� the relation Employee in Figure � is a bitemporal relation with snapshot data� The relation
records department information for employees� with a granularity of days� and with the last four implicit
columns encoding the transaction
time and valid
time dimensions using half
open intervals�

Name Department T�Start T�Stop V�Begin V�End

Torben Toy 
�
���� ���
���� ���
���� NOW

Alex Sports ���
���� NOW ���
���� ���
����
Torben Toy ���
���� NOW ���
���� ���
����
Torben Sports ���
���� NOW ���
���� NOW

Figure �� The Bitemporal Relation� Employee

On August �� the tuple �Torben� Toy� �
�
����� NOW � ��
�
����� NOW � was inserted� meaning that
Torben will be in the Toy department from August �� until the current time� Similarly� at August � we
recorded that Alex was to be in the Sports department from August � and until August ��� Later� on
August ��� we learned that Torben was to start in the Sports department on August �� The relation
was subsequently updated to record the new belief� We no longer believed that Torben would be in the
Toy department from August �� until the current time� but believed instead that he would be there only
until August � and that he would be in Sports from August � and until the current time� Thus� the
�rst NOW in the original tuple is changed to August ��� and the resulting two new tuples with our new
beliefs are inserted�

The relation in Figure � shows that the data model for a temporal SQL is di�erent from the SQL��
data model� Four implicit attributes have been added to the data structure �the relation��

Instead of assuming a speci�c temporal query language� we will simply assume that the temporal
query language supports standard temporal database functionality� as it may be found in the various
existing data models� We also assume that the temporal data model satis�es three important properties�
namely upward compatibility �UC�� temporal upward compatibility �TUC� ��� and snapshot reducibility
�SR� ��� We will de�ne these properties next�

There are two requirements for a new data model to be upward compatible with respect to an old data
model ���� First� the data structures of the new data model must be a superset of the data structures in
the old data model� Second� a legal statement in the old data model must also be a legal statement in
the new data model� and the semantics must be the same� e�g�� the result returned by a query must be
the same� A temporal extension will invariably include new key words� We assume that such key words
do not occur in legacy statements as identi�ers �e�g�� as table names�� Legacy code must be inspected
to avoid such occurrences� For a temporal data model and DBMS to be successful� it is important that
these requirements are ful�lled with respect to SQL���

TUC is a more restrictive requirement� For a new temporal data model to be temporal upward

compatible with respect to an old data model� it is required that all legacy statements work unchanged
even when the tables they use are changed to provide built
in support for transaction time or valid time�
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Thus TUC poses special requirements on the e�ect of legacy modi�cation statements applied to temporal
relations and to the processing of legacy queries on such relations�

When a temporal DBMS is taken in use� the application code does not immediately exploit the
added functionality� rather� the temporal features are only realized incrementally� as new applications
are developed and legacy application are being modernized� TUC guarantees that legacy and new
applications may coexist harmoniously�

Lastly� a temporal statement is snapshot reducible with respect to a non
temporal statement if all
snapshots of the result of the temporal statement are the same as the result of the non
temporal state

ment evaluated on the corresponding snapshots of the argument relations� The idea of SR is that the
expertise gained by application programmers using SQL�� should be applicable to the added temporal
functionality� making it easier to understand and use the new facilities ����

Using TUC and SR� we may divide the new statements in a temporal SQL into three categories� First�
TUC statements are conventional SQL�� statements� with the exception that they involve temporal
relations� These statements are not �aware	 of the temporal extensions and access only the current state
of the temporal database� Second� sequenced statements are those statements that are de�ned by means of
snapshot reducibility to a corresponding SQL�� query� Third� non�sequenced statements are statements
that do not have a corresponding SQL�� counterpart� These statements exploit the temporal facilities�
but do not rely on the DBMS to do timestamp
related processing according to snapshot reducibility�
Rather� they specify non
default timestamp manipulation�

��� The Layered Architecture

The layered architecture implements new temporal query facilities in SQL��� The queries written in
the new temporal language are then converted to SQL�� queries that are subsequently executed by the
underlying DBMS� No conversion is needed for plain SQL�� queries� The layered temporal database
architecture is shown in Figure �

Management
Metadata

Parser

Scanner

Code Generator

Error Result

Layer

Output Processer

Temporal Query, Q

DBMS

SQL-92 Query, Q’

Figure � The Layered Temporal Database Architecture

Some comments are in order� First� the layer uses the DBMS as a �black box�	 Second� the assumed
control structures in this architecture are simple� The layer converts temporal queries to SQL�� queries�
keeps track of information used by the layer internally� and does some post
processing of the result
received from the DBMS� More precisely� a transaction with temporal statements is compiled into a
single SQL�� transaction that is executed on the DBMS without interference from the layer�the layer
simply receives the result and applies some post
processing� There is thus no control module in the layer�
and there is minimal interaction between the layer and the DBMS� While maximizing the independence
among the two components� this simplicity also restricts the options available for implementing temporal
queries in the layer� The speci�c impacts on the functionality of the temporal query language and on
performance are not yet well understood�
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As a simple example of how the layer converts a temporal query into an SQL�� query� consider the
sequenced temporal query in Figure �A that �nds the name and department of employees in the sports
department and how long they have been there� The new keywords SEQUENCED VALID indicate that the
query should be computed over all �valid� times� but just for the current �transaction time� state� The
query is converted to the SQL�� query shown in Figure �B �we will elaborate on this translation later
in the paper�� If evaluated on August �� the query returns the relation in Figure ��

SEQUENCED VALID SELECT Name� Department� V�Begin� V�End

SELECT Name� Department FROM Employee

FROM Employee WHERE Department � �Sports� AND

WHERE Department � �Sports� T�Start �� CURRENT�TIME AND

T�Stop �� CURRENT�TIME AND

A B

Figure �� Conversion of a Temporal Query to an SQL�� Query

Name Department V�Begin V�End

Torben Sports ���
���� NOW

Alex Sports ���
���� ���
����

Figure �� The Result of the Query in Figure �� at August � ����

The query in Figure � is written in the temporal query language ATSQL ���� It is beyond the scope
of this paper to de�ne syntax and semantics of this language� However� the extensions are consistent
with SQL�� and are easy to understand� In the example above the SEQUENCED VALID keywords indicate
a sequenced �and thus snapshot reduc ible� semantics as discussed in the previous section� We will use
ATSQL as an example of a temporal SQL throughout this paper�

��� Design Goals

In implementing the layered temporal DBMS� we stress seven somewhat con�icting and overlapping
design goals� namely achieving upward compatibility with a minimal coding e�ort� gradual availability of
temporal functionality� achieving temporal upward compatibility� maximum reuse of existing relational
database technology� retention of all desired properties of the underlying DBMS� platform independence�
and adequate performance� We discuss each in turn�

As discussed already� UC is important in order to be able to protect the investments in legacy
code� Achieving UC with a minimal e�ort and gradual availability of advanced functionality are related
goals� First� it should be possible to exploit in the layered architecture that the underlying DBMS
already supports SQL��� Second� it should be possible to make the new temporal functionality available
stepwise� Satisfying these goals provides a foundation for early availability of a succession of working
temporal DBMSs with increasing functionality�

TUC makes it possible to turn an existing snapshot database into a temporal database� without
a�ecting legacy code� The old applications work exactly as in the legacy DBMS� and new applications
can take advantages of the temporal functionality added to the database� TUC helps achieve a smooth�
evolutionary integration of temporal support into an organization�

Few software companies have the resources for building a temporal DBMS from scratch� By aiming
for maximum reuse of existing technology� we are striving towards a feasible implementation where both
SQL�� and temporal queries are processed by the underlying DBMS� Only temporal features not found
in the DBMS are implemented in the layer�

It is important to retain all the desirable properties of the underlying DBMS� For example� we want
to retain ACID properties� With this goal we want to assure that we are adding to the underlying DBMS�
However� this also means that if the underlying DBMS does not have a certain core database property�
the temporal DBMS will not have it either�
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We stress platform independence because we want the layer to be independent of the underlying
DBMS� By generating SQL�� code� the layer should be portable to any DBMS supporting this language�

Rather than attempting to achieve higher performance than existing DBMS�s� we simply aim at
achieving adequate performance� Speci�cally� legacy code should be processed with the same speed as
in the DBMS� and temporal queries on a temporal database with snapshot data should be as fast as the
corresponding SQL�� queries on the corresponding �i�e�� with the same information contents� snapshot
database with temporal data�

Achieving all the design goals simultaneously is not always possible� For example� the maximum

reuse goal implies that the layer should be as thin as possible� which is likely to be in con�ict with
the adequate
performance goal� Similarly� the platform
independence goal may be in con�ict with the
maximal
reuse goal�

��� Fundamental Limitations of an SQL�based Temporal Preprocessor

An important question when adopting a layered architecture is whether it is possible and practical to
translate all temporal SQL queries to SQL�� queries� For most temporal SQL queries� this translation
is unproblematic� but not for all� as we shall see next�

There is a scope problemwhen mapping some temporal queries to SQL�� queries� Consider the query
in Figure �A� It select the name and valid time of employees that are listed in two di�erent bitemporal
employee relations� If the content of Employee is �Joe� Shoe� ������ ������� leaving out transaction
time� and the content of Employee� is �Joe� Sports� ������ ������ then the result of the query is �Joe�
������ �������

A SEQUENCED VALID

SELECT E�Name

FROM Employee E

WHERE Name IN �SELECT E��Name

FROM Employee� E��

B SELECT E�Name

CASE

WHEN E�V�Start �� E��V�Start THEN E��V�Start

WHEN E�V�Start � E��V�Start THEN E�V�Start

WHEN E�V�End �� E��V�Start THEN E��V�End

WHEN E�V�End � E��V�Start THEN E�V�Start

ELSE �Error in CASE�

END

FROM Employee E

WHERE E�Name � IN �

SELECT E�� Name

FROM Employee� E�

WHERE ��E�V�Start �� E��V�Start AND E�V�Start � E��V�End� OR

�E��V�Start �� E�V�End AND E�V�End � E��V�End� OR

�E��V�Start �� E�V�Start AND E�V�End �� E��V�End� OR

�E�V�Start �� E��V�Start AND E��V�End �� E�V�End���

Figure �� A Scope Problem

Figure �B gives the straightforward mapping of the temporal query to SQL��� Unfortunately� the
resulting SQL�� query is faulty� The correlation name E�� which is used to calculate the timestamps
of result tuples� is used outside of its scope� At �rst sight� it may seem that rewriting the query into
a join is a solution� But while this transformation does eliminate the scope problem� it introduces new
problems� When duplicates are permitted� unnesting is generally not easily possible�

In conclusion� while we believe that much of the functionality of a temporally enhanced SQL may be
mapped systematically to SQL��� there exist temporal queries� e�g�� complex nested queries� for which
we are now aware of a systematic mapping�
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� Representing the Time Domain

As illustrated in Figure �� four extra attributes� termed timestamp attributes� and several value
equivalent
tuples� i�e�� tuples with mutually identical non
timestamp attribute values� are used when recording the
temporal aspects of a single fact� The timestamp attributes encode rectangular regions in the space
spanned by transaction time and valid time� When a fact has an associated temporal shape composed
of several such regions� several tuples are used for representing it�

In this section we will discuss which domain to use for the timestamp attributes and how to represent
the special temporal database value �now�	

��� Choosing the Time Domain

The domain of the timestamped attributes can be one of the SQL�� datetime data types �DATE or
TIMESTAMP�� The advantage of using one of the built
in types is maximum reuse� The disadvantage is
that the domain is limited to represent the years ���� to ���� �����

If the limits of the SQL�� data types is a problem to the applications� the domain of the time
attributes can be represented using a new temporal data type handled by the layer� and stored as a
BIT�x� in the DBMS� The advantage of using a new temporal data type is that it can represent the
entire age of the universe ����� The most obvious disadvantage is that the layer will be thicker� because
all handling of the new data type must be implemented in the layer� Further� because dates are irregular�
i�e�� there are di�erent numbers of days in di�erent months� and because the arithmetic operators de�ned
on the BIT�x� data type are regular� we cannot easily use the BIT�x� arithmetic operators in the DBMS
to manipulate the new data type ����

As an example of the problems with the irregular arithmetic operators� assume that the �nest granu

larity is days and that we want to evaluate the expression V�Begin � �� Month�� This cannot be done
without �rst decoding V�Begin in the layer before adding the correct number of days� e�g�� if V�Begin is
in March� we will have to add �� days� and if V�Begin is in April� we will add �� days� As a result� the
manipulation of time attributes to a large extent must be handled by the layer� This means more tuples
have to be sent from the DBMS to the layer to be processed� This again leads to a performance penalty�

Because using BIT�x� as the time domain for the time attributes both makes the layer thicker and
leads to a performance decrease� we choose to use the built
in data type TIMESTAMP�We have here reached
one of the limitation on building on top of an existing DBMS� Adding a new data type in the layer� when
the underlying DBMS does not support abstract data types� is a major modi�cation�

��� Representing �Now� in the Time Domain

Temporal relations may record facts that are valid from or until the current time� and the information
they record is or is not current� The relation in Figure � exempli�es this representation of �now	
relative
information�

The value �now	 is not part of the domain of SQL�� TIMESTAMP values� making it necessary to
represent �now	 by some other value in the domain� A requirement to a useful value is that it is not
also used with some other meaning� Otherwise� the meaning of the value becomes overloaded� There
are essentially two choices of a value for denoting �now	� It is possible to use the value NULL or to use
a well
chosen �normal	 value� e�g�� the smallest or largest timestamp� After a general discussion of this
approach� we compare the two possibilities�

No matter what value is chosen� this will limit the domain of the data type and create a potential
for overloading� For transaction
time attributes� this is not a problem because their values are system
supplied� However� for valid
time attributes� this is a real restriction� Furthermore� we have to explicitly
treat the value representing �now	 specially� e�g�� make sure the user does not enter the special value�
and when we display data to the user� we have to convert the value used for �now	 to an appropriate
value �e�g�� the string �NOW	��

Next� we compare NULL with �regular	 timestamp values� The value NULL has special properties that
makes it di�erent from any other value� An advantage of NULL is that it takes up less space than a regular
timestamp value� Also� the value NULL can be processed faster� This aspect is discussed empirically in
the next section� �While these observations pertain to Oracle ����� similar statements should hold for
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other DBMS�s�� A disadvantage of NULL is that columns that permit NULL values prevent the DBMS from
using indices� However� using a non
NULL value also impacts indexing adversely� For example� assume
that a B�
tree index� e�g�� on V�End� is used to retrieve tuples with a time period that overlaps �now�	
Because �now	 is represented by a large or a small value� tuples with the V�End attribute set to �now	
will not be in the range retrieved� They will thus have to be found at one of the �sides	 of the B�
tree�

��� Using �Now� in Queries

Above� we considered the representation of �now	 in temporal relations� The next step is to consider the
querying of such relations� Here� it is quite easy to contend with the use of either of NULL� the minimum
value� and the maximum value for �now�	 Assuming a temporally enhanced SQL� �now	 will be used
in the SELECT and WHERE clauses� The idea is to check values of the timestamp attributes and replace
them with the current time �i�e�� the time when the query is executed� if they are equal to the time
representing �now�	

For example� in a SELECT or WHERE clause the valid
time end of tuples in a relation can be referenced
as END�VALID�relation�name�� in ATSQL� This is translated to the following in an SQL�� query� �

CASE

WHEN relation�name�V�End � �value representing now�

THEN CURRENT�TIMESTAMP

ELSE relation�name�V�End

END

The expression returns the current time if V�End is equal to the value representing �now	� otherwise�
it returns V�End�

��� Performance Comparison of Alternative �now� Representations

We have seen that it is possible to use NULL� the minimum� and maximum values as representatives for
�now�	 To set the alternatives apart� we compare their performance�

Speci�cally� for each choice for NOW � we perform each of three di�erent representative timeslice
queries on three di�erent relations� We choose timeslice queries because of their importance in temporal
query languages ����� The queries favor the current state� because this state is assumed to be accessed
much more frequently than old states� The tests were performed on a SUN Sparc �� using the Oracle
RDBMS version ������ The types of timeslices used are illustrated in Figure ��

Query 1

Query 2Query 3

Transaction Time
now

now

Valid Time

Figure �� The Three Types of Timeslice Queries in the Test

Query � retrieves the current state in both transaction time and valid time� i�e�� it selects tuples with
transaction
time and valid
time intervals that both overlap with the current time� Tuples with intervals

�For using NULL there is a shorthand COALESCE�relation�name�V�End	 CURRENT TIMESTAMP��
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tuples in the current relation �the query does not access the current state�� and it is always better to use
the maximum value compared to using the minimum value for this query�

Comparing Table � to Table � there seems to be little correlation between the CPU
time and disk
accesses� Query � uses little CPU
time and fetches many disk pages using NULL for �now	� but it uses
more CPU
time for fetching fewer few disk pages when using the maximum value� This phenomenon
occurs because it is approximately � times slower to compare dates than to compare any other data type
in Oracle�

From the experiments� it is clear that the minimum value should not be used to represent �now�	 We
cannot state whether it is best to use NULL or the maximum value� If we� e�g�� have ��� of the tuples
in the current relation it is faster to use the maximum value� but with ��� of the tuples current� it is
faster to use NULL� We choose to use the maximum value to represent now in the following�

� Query Processing

This section describes di�erent strategies for processing queries in a layered architecture� The main
idea is to reduce product development time� For this purpose� several variants of partial parsers are
investigated�

Partial parser approaches are useful in two situations� First� they can signi�cantly reduce the time it
takes to release the �rst version of a new product� Today� this factor often decides whether a product is
successful or not� Second� a partial parser approach is useful if many statements of a language are not
a�ected by the �temporal� extension� The parsing of such statement does not have to be implemented�
as we will see below�

��� A Full Parser

We start with the layered architecture shown in Figure � The user enters a query� Q� that is parsed in
the layer� Any errors found during parsing are reported� If no errors are found� an equivalent SQL��
query� called Q�� is generated and sent to the DBMS� Query Q can be either an SQL�� query or a
temporal query� During the conversion� the layer uses and possibly updates the metadata maintained by
the layer� Finally� it is necessary to do some processing of the output from query Q�� e�g�� substitute the
value representing �now	 with the text string �NOW	� We call this layered temporal query processing
architecture a full parser architecture�

With this architecture� it is possible to obtain UC and TUC� and it is possible to process all SQL�
� and temporal queries� Further� all desirable properties of the DBMS can be retained because it is
totally encapsulated from the users� Finally� by generating SQL�� code� the layer can be made platform
independent�

As disadvantages� we do not obtain UC with a minimal e�ort� The SQL�� parser in the DBMS is not
reused� rather� we have to implement it in the layer� This means that before we can start to implement
the temporal extensions to SQL��� we �rst have to implement SQL��� Further� SQL�� queries are
unnecessarily parsed twice� once in the layer and once in the DBMS� This performance overhead� we
would like to avoid if possible� We thus explore alternative layered architectures next�

��� A Partial Parser Architecture

SQL�� is a large language� making an upward compatible temporal extension even bigger� Because the
DBMS has a full SQL�� parser� it is attractive to only have to implement a parser for the temporal
extension in the layer� and to rely on the DBMS�s parser for the SQL�� queries� This idea is illustrated
in Figure �� The parser in the layer is now a partial parser�it only must know the temporal extensions
to SQL���

A query Q is entered� If the parser cannot parse Q� it is assumed to be an SQL�� query and is
sent unconverted to the DBMS� If the parsing does not generate an error� Q is a temporal query and is
converted to the equivalent SQL�� query� Q�� that is then sent to the DBMS�

This architecture makes it possible to achieve UC with a minimal e�ort by maximally reusing the
underlying DBMS for the processing of SQL�� queries� All SQL�� queries will run immediately� and
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Parser

Yes

No

Error?

Q’ Q

Layer

Q

Figure �� Converting Temporal to SQL�� Queries with a Partial Parser

error messages to incorrect SQL�� queries are generated by the DBMS� It is also possible to achieve
TUC� If an existing relation is altered to support valid or transaction time� legacy queries using the
relation may be detected and modi�ed in the layer�

However� there is still a performance overhead� The layer must start parsing all queries� including
SQL�� queries� and stops only if and when an error is encountered� Further� there is a problem with
error handling� The result of an error is that the query is sent to the DBMS� which cannot parse an
incorrect temporal query� either� This results in SQL�� error messages to temporal queries� because the
encapsulation of the underlying DBMS is violated�

The source of the disadvantages seems to be that the layer cannot easily and correctly determine
whether a query is a temporal or an SQL�� query� The next architecture attempts to solve this�

��� Partial Parser with Optional Hints

With a partial
parser approach with optional hints� the user can indicate whether a query Q is temporal or
non
temporal by writing TEMPORAL or PLAIN� respectively� in a comment before the query� The approach
is illustrated in Figure ��

A query Q is entered� If the scanner �nds PLAIN in front of the query� it is sent directly to the DBMS�
If the scanner �nds TEMPORAL or no hint� Q is parsed in the layer� If Q is a temporal query� it is converted
to Q� which is then sent to the DBMS� If the parser �nds an error� the user receives an error message�
The presence of TEMPORAL indicates that the error is a temporal
query error� Otherwise� the query is
assumed to be a SQL�� query� and it is sent unconverted to the DBMS�

No

Error?
Yes + No Hint

Parser

Hint?
PLAIN

TEMPORAL/No Hint

Scanner

Yes + TEMPORAL

QQQ’

Error
Q

Figure �� Partial Parser with Optional �Hints	
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With this approach� it is possible to achieve UC with a minimal e�ort� and SQL�� queries with a
hint are parsed only once� leading to faster processing� The architecture also permits for obtaining TUC�
and there is good error handling for temporal queries when the TEMPORAL hint is used�

However� there are also some problems� Legacy SQL�� queries are parsed twice if the PLAIN hint is
not present� Without this hint� we have the same disadvantages as before� a performance overhead for
SQL�� queries and problems with the error handling for temporal queries� We try to eliminate these
problems next�

��� Partial Parser with Forced �Hints�

With a partial parser approach with forced �hints	 temporal queries must be tagged with a TEMPORAL

hint� Thus queries with no hint are assumed to be SQL�� queries� This way� we are able to distinguish
SQL�� queries from temporal queries without having to revisit legacy code�

The idea is illustrated in Figure �� When query Q is entered and the scanner does not �nd TEMPORAL

in front of the query� it is sent directly to the DBMS� If the scanner �nds a TEMPORAL� Q is converted to
Q�� which is then send to the DBMS� If the parser �nds an error� this must be a temporal
query error�
and an appropriate error message may be generated�

Scanner

Hint?

Parser

Error?

Q

TEMPORAL

not TEMPORAL

No

Yes

QQ’

Error

Figure �� Partial Parser with Forced �Hints	

The advantages of this architecture are the same as for a partial parser with optional hints� We get
UC with a minimal e�ort and fast handling of SQL�� queries� The disadvantage is that we cannot get
TUC� If a table is altered to add temporal support� all legacy queries using the table must be altered by
inserting the temporal hint�

��	 Comparison of Architectures

An overview of the advantages and disadvantages of the di�erent architectures compared to our design
goals from Section �� appears in Table ��

All four architectures are compatible with a platform
independent layer� and they may reuse the
components in the DBMS� However� there is less reuse with the full parser� Here we cannot achieve UC
with a minimal e�ort� It is interesting to observe that we cannot obtain both TUC and no performance
overhead for SQL�� queries without revisiting legacy code� For the partial parser with optional hints�
we can either achieve TUC or no performance overhead� but not both at the same time� We can retain
the desired properties� e�g�� error handling� of the DBMS� except for with the partial parser�
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Full Partial Partial parser� Partial parser�
parser parser optional hints forced hints

Platform independence
p p p p

Maximum reuse
p p p p

Gradual availability
p p p

Upward compatibility
p p p

Temporal upward compatibility
p p

�
p
�

Retention of desired properties
p p p

Adequate performance �
p
�

p

Table �� Advantages of Di�erent Parser Approaches

The partial parser approaches are consistent with the desire for gradual availability of increasingly
more temporal support� The outset is that we want a temporal DBMS that is upward compatible with
SQL��� Then we want to� e�g�� have temporal upward compatibility for all non
nested SQL�� queries�
then for all SQL�� queries� and �nally advanced temporal support via new temporal sequenced and
non
sequenced queries�

� Update Processing

Relations supporting transaction time are append
only� This means that� e�g�� the logical deletion of
tuples from such relations is converted into updates and insertions on the underlying snapshot tables that
represent them in the layered temporal DBMS� This section describes how temporal insert� delete� and
update statements on bitemporal relations are converted into conventional insert and update statements
on the underlying SQL�� relations� In doing so� we distinguish between TUC� sequenced� and non

sequenced modi�cations� as de�ned in Section ���

Below� we illustrate the concepts by means of examples�

	�� Insertion

The temporal query language is assumed to retain the valid
time periods of tuples as supplied by the
user when a tuple is inserted� This means that tuples are inserted �as is	� merging of value
equivalent
tuples may be achieved separately� using coalescing�

We illustrate insertion using the TUC statement in Figure ��A� with Employee being the relation in
Figure �� Recall that TUC statements are syntactically correct SQL�� statements� but are applied to
temporal relations� TUC insertions must timestamp inserted tuples so that they remain in the current
state �in both valid time and transaction time� starting at the time of the insertion� That way� other
TUC statements such as queries and constraints may simply be implemented by timeslicing all argument
temporal tables as of the current time �again� in both valid time and transaction time� and then evaluate
the �SQL��� query on the snapshots�

A INSERT INTO Employee B INSERT INTO Employee VALUES

VALUES ��Kim�� �Shoe�	 ��Kim�� �Shoe�� CURRENT�TIME� 
������

CURRENT�TIME� 
�����	

Figure ��� A TUC Insertion

The sample modi�cation inserts an employee Kim who is in the Shoe department� The temporal
insert statement is converted into the SQL�� insert statement in Figure ��B� It assigns the current
time to transaction
time start and valid
time begin� and ���������� �the maximum date� denoting an
unbound current time variable� to transaction
time stop and valid
time end� This way� the tuple inserted
will always qualify for queries on the current state �and not earlier� and is thus a correct TUC insertion
of a tuple�
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Sequenced and non
sequenced insertions are handled similarly �they are exempli�ed in the next
sections� covering deletion and update�� However� these insertions include a speci�cation of the valid

time period to be associated with the inserted tuples� The transaction
time timestamps are handled by
the layer� as shown above�

	�� Deletion

A temporal deletion statement includes a predicate that speci�es which tuples to delete� TUC deletions
delete tuples so that they no longer appear in the current transaction
time and valid
time states�

Sequenced and non
sequenced deletions include a period specifying for which valid
time period to
delete the qualifying tuples �from the current transaction
time state�� Such a deletion is converted into
an SQL�� update of the transaction
time stop attribute values to the current time� This is followed
by from zero to two insertions� to re�ect the changes to the time attributes� The di�erent numbers of
insertions are due to three di�erent cases which may occur�

� The valid
time period of a tuple to be deleted is totally contained in the period speci�ed in the
temporal delete statement� In this case� no insertions are needed�

� The valid
time period a tuple to be deleted overlaps with the period speci�ed in the delete state

ment� and the part not overlapped by the speci�ed period is a single period� In this case� one
insertion is needed�

� The valid
time period a tuple to be deleted overlaps with the period speci�ed in the delete state

ment� and the part not overlapped by the speci�ed period consists of two periods� In this case� two
insertions are needed�

As an example that illustrates the latter case� consider the sequenced deletion in Figure ��A which
deletes Alex from the Sports department in the period ��
�
����� ��
�
������ �Figure � shows that Alex
is currently registered as being in Sports from �
�
���� to ��
�
������

A SEQUENCED VALID PERIOD �������� � 
�������

DELETE FROM Employee

WHERE Name � �Alex� AND Dept � �Sports�

B UPDATE Employee SET T�Stop � CURRENT�TIME

WHERE Name � �Alex� AND Dept � �Sports� AND T�Stop � 
�����

INSERT INTO Employee VALUES ��Alex�� �Sports�� CURRENT�TIME� 
������

�
������ �������	

INSERT INTO Employee VALUES ��Alex�� �Sports�� CURRENT�TIME� 
������


������� 
������	

Figure ��� A Sequenced Deletion

The statement is converted to the SQL�� update and inserts in Figure ��B� First� the tuple to be
deleted from is logically deleted by setting the transaction
time stop to the current time� Because the
period to delete� ��
�
����� ��
�
������ splits the old valid
time period� ��
�
����� ��
�
������ into two
periods� two tuples must be inserted to record this information� The �rst insertion covers the valid

time period ��
�
����� �
�
������ and the second insertion covers the period ���
�
����� ��
�
������
The transaction
time start of both insertions are the current time� and their transaction
time stop is
��
�
�����

Non
sequenced deletions are handled similarly to sequenced deletions� and TUC deletions are handled
by setting transaction
time stop values to the current time�

	�� Update

In a snapshot relation� an update can be modeled as a deletion followed by an insertion� The same idea
applies to a bitemporal relation� This means that the tuples to be updated are �rst logically deleted�

��



by setting their transaction
time stop to the current time� Then from one to three insertions follow� to
re�ect the new values and changes to the time attributes �the same three cases as for deletion must be
considered��

As an example� consider the non
sequenced update in Figure �A which updates the Employee relation
�in Figure �� to record that Alex is in the Shoe department between August �� and September ��� �����

A NONSEQUENCED VALID PERIOD �
������ � �������

UPDATE Employee SET Department � �Shoe�

WHERE Name � �Alex�

B UPDATE Employee SET T�Stop � CURRENT�TIME

WHERE Name � �Alex� AND T�Stop � 
�����

INSERT INTO Employee VALUES ��Alex�� �Sports�� CURRENT�TIME� 
������

�
������ 
������	

INSERT INTO Employee VALUES ��Alex�� �Shoe�� CURRENT�TIME� 
������


������� ������	

Figure �� A Non
sequenced Update

The update is converted to the SQL�� update and insertions in Figure �B� First� we logically delete
the tuple to update by setting the transaction
time stop attribute to current time� Because the update
speci�es a valid
time period that overlaps the valid
time period of the tuple in the database� we �rst
insert a tuple to re�ect that Alex is not in the Sports department as long as �rst recorded� i�e�� only from
August � to August ��� Then we insert a tuple with the new department and valid
time period�

Sequenced updates are handled similarly to non
sequenced updates� with the exception that the valid

time periods attached to the tuples resulting from the update are derived from the information in the
database� not just the valid
time period speci�ed by the user� Speci�cally� the resulting times of tuples
are found as the intersections between the existing tuples and the time period speci�ed in the query�

A TUC update is modeled as a TUC deletion followed by a TUC insertion� and it results in one tuple
being inserted�

� Transaction Processing

In this section� we discuss how to implement ACID properties ��� of transactions in the layer by ex

ploiting the ACID properties of the DBMS� Speci�cally� we show how concurrency control and recovery
mechanisms can be implemented using the services of the DBMS� Next� the correct timestamping of
database modi�cations is explored� Finally� we study how the granularity of timestamps a�ects the
correctness of transaction processing�


�� ACID Properties of Transactions

One of our design goals is to retain the desirable properties of the underlying DBMS� The ACID properties
of transactions are examples of such desirable properties�

The ACID properties of temporal SQL transactions are retained by mapping each temporal trans

action to a single SQL�� transaction� The alternative of allowing the layer to map a temporal SQL
transaction to several SQL�� transactions� while easing the implementation of temporal SQL transac

tions� leads to hard
to
solve problems�

To illustrate� assume that a temporal SQL transaction is mapped to two SQL�� transactions� During
execution it may then happen that one SQL�� transaction commits but the other fails� meaning that the
temporal SQL transaction fails and should be rolled back� This� however� is not easily possible�other
�e�g�� committed� transactions may already have seen the e�ects of the committed SQL�� transaction�

Next� it is generally not su�cient to simply require that each temporal SQL transaction is mapped to
a single SQL�� transaction� It must also be guaranteed that the SQL�� transaction does not contain
DDL statements� This is so because the SQL�� standard permits DDL statements to issue implicit

��



commits ���� p� ���� Thus the SQL�� transaction becomes several SQL�� transactions� yielding the
same problem as before�

The conclusion is that the ACID properties of temporal SQL transactions are guaranteed if the SQL�
� transactions satisfy the ACID properties and if we map each temporal SQL transaction to exactly
one SQL�� transaction that does not contain DDL statements�


�� Timestamping Database Updates�Correctness and E�ciency

When supporting transaction time� all previously current database states are retained� Each update
transaction transforms the current database state to a new current state� In practice� this is achieved by
associating a pair of an insertion and a deletion time with each tuple� These times are managed by the
DBMS� transparently to the user� The insertion time of a tuple indicates when the tuple became part of
the current state of the database� and the deletion time indicates that the tuple is still current or when
it ceased to be current�

To ensure that the database correctly records all previously current states� the timestamps given to
tuples by the transactions must satisfy four requirements� First� all insertions into and deletions from the
current state by a transaction must occur simultaneously� meaning that the insertion times of insertions
and the deletion times of deletions must all be the same time� If not� we may observe inconsistent database
states� For example� if the two updates in a debit
credit transaction are given di�erent timestamps and
we inspect the database state current between the two timestamps� we see an inconsistent state� Second�
the transactions cannot choose their timestamp times arbitrarily� Rather� the times given to updates by
the transactions must be consistent with a serialization order of the transactions� Thus� if transaction
T� uses timestamp tT� and transaction T� uses timestamp tT� � with tT� � tT� � then there must exist
a serialization order in which T� is before T�� Third� a transaction cannot choose as its timestamp
value a time that is before it has taken its last lock� If this restriction is not met� queries may observe
inconsistent database states� Fourth� it is our contention that it is undesirable that a transaction uses a
timestamp value that is after its commit time� This would result in �phantom changes	 to the database�
i�e�� �changes	 that occur when no transactions are executing�

Using the �ready
to� commit time of each transactions for its timestamps is a simple and obvious choice
that satis�es all the requirements� Salzberg ���� has previously studied two approaches to timestamping
with this choice�

In the �rst approach� all updates by a transaction are deferred until it has acquired all its locks� It
is a serious complication that it may not be possible to determine that a transaction has taken all the
locks it needs before the transaction is ready to commit �c�f� practical two
phase locking where locks
are not released until the transaction is ready to commit�� Next� it is a problem with this approach
for a transaction to read its own updates� Thus� this approach is only suitable for short and simple
transactions�

The second approach is to revisit and timestamp all the tuples after all locks have been acquired�
i�e�� in practice when the transaction is ready to commit� This approach is recommended because it is
general and guarantees correctness� The cost is to have to visit tuples twice� once to write a temporary
value for the time attributes� and once to update the temporary value to the commit time� This cost is
a�ected by the hit ratio for the bu�er of tuples to revisit� With a high hit ratio� tuples to revisit and
give the correct timestamp are often in the bu�er� with a low hit ratio� tuples have often to be fetched
twice from disk�

In order to avoid some of the overhead of the basic timestamp
after
commit scheme� we propose an
improved approach where tuples are timestamped at �rst update� This approach trades correctness for
performance� it generally does not satisfy the third requirement from above� This does not render the
approach useless� but it may not be applicable for all applications �c�f�� SQL���s Transaction Isolation
Levels ���� pp� �������� In the presentation that follows� we disregard the third requirement�

The approach is an optimistic one� We select the time of the �rst update� ts
T
� of a transaction� T �

as the transaction�s timestamp time� hoping that we will be able to use this time for timestamping all
updates without violating the second requirement from above� If the transaction has only the one update�
the chosen timestamp time satis�es correctness� However� each update that the transaction makes may�
or may not� invalidate our choice of timestamp time�
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Consider a tuple x inserted into the current state of the database by a transaction T � and at time
ts
T � and assume that T is to update this tuple� As T sees a result of T �� T � must be before T in any
serialization order� The second requirement then implies that the timestamp time of T � must be before
the timestamp time of T � i�e�� it is required that ts

T � � ts
T
� When the update is to be carried out� this

condition is checked� If it is satis�ed� our choice of timestamp time for T does not violate correctness�
and the update is carried out using time ts

T
� Subsequent updates are then processed similarly� If the

condition is not satis�ed� the choice of timestamp time does violate correctness� and we say that the
two involved transactions con�ict� In this case� timestamp
after
commit is used� If all updates satisfy
the requirement� the choice of timestamp satis�es the serializability requirement� and transaction T can
simply commit without having to revisit any tuples�

This new scheme has other notable characteristics� The �rst update will never lead to a con�ict�
This is so because ts

T
will be larger than the time when we acquire a write lock on the tuple to update�

This time� in turn� will be larger than the timestamp of the tuple� ts
T � � Thus� transactions with a single

update will never experience a con�ict�
Next� observe that using the time of the �rst update for timestamping makes the chance of con�icts

between concurrent transactions the smallest possible� It is also not necessary to attempt to determine
when in a transaction all locks have been acquired�

In both the timestamp
after
commit and timestamp
at
�rst
update� it is necessary for a transaction
to retain a list of updated tuples until the transaction is ready to commit� With the timestamp
at
�rst

update there is an overhead of one comparison for each tuple to update� However� the comparisons are
on tuples that have already been fetched in order to do the update�

The bene�t of using timestamp
at
�rst
update compared to using timestamping
after
commit thus
are that when there are no con�icts� we do not have to revisit updated tuples to update their timestamp
when the transaction is ready to commit� When there are con�icts the two timestamp algorithms are
virtually identical�

To summarize� the general approach we propose for timestamping is as follows� A temporal SQL
transaction is mapped to a single SQL�� transaction without DDL statements� The serialization level
for the SQL�� transaction is set to �serializable�	 All timestamp of tuples written by the SQL��
transaction are given the time of the �rst update as their value� and the identity of each updated tuple
is recorded� More precisely� the time of the �rst update for a transaction is the time of the system
clock when the �rst tuple to be updated has been locked� When the transaction is ready to commit
and if there were any con�icts� the update
after
commit procedure is evoked� otherwise� the SQL��
transaction commits�

We have chosen to eagerly update timestamps with �possibly� temporary values� When a transaction
is ready to commit� and if there were any con�icts� we update the temporary value to the �ready to�
commit time of the transaction� An alternative is to update timestamps to re�ect their correct values
lazily� i�e�� as needed� However� this requires that information be retained for each tuple telling which
transaction updated it and that the commit time of all transactions also be retained� The lazy approach
thus adds complexity over the eager approach� To make the layer as thin as possible we choose the eager
approach�

Recovery is an important part of a DBMS that normally is transparent to end users� When construct

ing the layered approach� we are not di�erent from end users and can rely on the recovery mechanisms
implemented in the DBMS� We see no reason why recovery should be faster or slower using a layered
approach�


�� Granularity of Timestamps

Through out this paper we have used time stamps with a granularity of days� It is chosen for illustrative
purposes� if actually used in a temporal database it may result in incorrect results being returned to the
users�

To exemplify this� we consider an example� We have a transaction
time relation Employee where we
record the names and departments of employees� The data is stored at a granularity of a day � Consider
the following scenario�
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Transaction � Queries Transaction 


�at ��� a�m�	

INSERT INTO Employee

VALUES ��Tom�� �Shoe�	

COMMIT

�at ����� a�m�	

SELECT Name

FROM Employee

WHERE Department � �Shoe�

�at ���� p�m�	

DELETE FROM Employee

WHERE Name � �Tom�

COMMIT

�at 
��� p�m�	

SELECT Name

FROM Employee

WHERE Department � �Shoe�

The query at ����� a�m� returns that Tom is in the Shoe department� then at ���� p�m� the same
query returns that Tom is not in the Shoe department� The two queries are identical and access the
same state of the transaction
time relation� Therefore� they should return the same result�

The example illustrates a problem that may occur when the granularity of transaction time is too
coarse� To ensure correct queries� the granularity of transaction time must be chosen so �ne that the
following cannot happen within a single granule�

�� One transaction inserts a tuple and commits�

� a query retrieves the tuple� and

�� another transaction delete the same tuple and commits�

This problem can be avoided by not committing a transaction until the start of the next granule� In
the example� Transactions � and  should thus not be permitted to commit until the next day� This is
the technique we will apply in the layer� The default granularity of the data type TIMESTAMP in SQL��
is adequately �ne�with seconds being the unit� there are by default six digits after the decimal period�

A special case of the scenario just described occurs if tuples are TUC inserted and TUC deleted within
the same transaction� They will then be timestamped with the same valid
time begin� valid
time end�
transaction
time start and transaction
time stop values� Such tuples cannot �harm	 other transactions
as above� and the tuples will never a�ect the result of any TUC or sequenced statements�

Therefore� one could argue that such tuples should be physically deleted from a bitemporal database�
However� we choose not to do this because it violates the append
only nature of a bitemporal database�
Further� it is a faithful recording of what actually happens�

� Conclusion and Future Research

We have investigated concepts and techniques for implementing a temporal SQL using a layered approach
where the temporal SQL is implemented via a software layer on top of an existing DBMS� The layer reuses
the functionality of the DBMS in order to support aspects such as access control� query optimization�
concurrency control� indexing� storages� etc�

While developing a full
�edged DBMS that supports a superset of SQL is a daunting task that only
the major vendors can expect to accomplish� this layered technology promises much faster development�
Assuming that the underlying DBMS is an SQL�� compliant black box makes this technology inherently
open and technology transferable� It may be adopted by a much wider range of smaller software vendors
that would like to provide more advanced database functionality than o�ered by current products�

We stressed seven design goals� namely upward compatibility with a minimal coding e�ort� grad

ual availability of temporal functionality� temporal upward compatibility� maximum reuse� retention of
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desired properties of the DBMS� platform independence� and adequate performance� and we favored
achieving a thin layer over high performance�

With these goals in mind� we explored what we believe to be the central issues in the layered imple

mentation of temporal functionality on a relational SQL�� platform� We �rst considered the options for
the domain of timestamps� and for representing the temporal database variable �now	 within the chosen
domain� Both the storage of �now	 in databases and the implications for queries of its use were studied�
To set apart the possibilities for �now�	 their performance characteristics were compared� Then followed
an exploration of di�erent query processing architectures� We showed how the partial
parser architecture
may be used for achieving upward compatibility with a minimal e�ort and for satisfying additional goals�
We then described how update processing is handled in the layer� Finally� we considered the processing
of temporal transactions� We sketched how ACID
properties of temporal transactions are retained using
the non
temporal ACID transactions of the underlying DBMS� and we also covered how to correctly
timestamp the results of update transactions�

This work points to several directions for future research� First� a more comprehensive study of the
performance characteristics of layered implementation of temporal functionality is warranted� Second�
we feel that the relative merits of the strict preprocessor approach adopted here should be compared with
those of an architecture where the layer is extended with a control component that controls� e�g�� the
execution order of statement sequences and the checking of database consistency� Third� we believe that
it would be interesting to study hybrid architectures� in
between the conventional integrated architecture
of current DBMS produces and the preprocessor approach studied here� A hybrid architecture should be
able to exploit temporal implementation techniques� e�g�� indices and join algorithms� while also reusing
the services of an SQL�� DBMS� Finally� it may be of interest to try to apply layered techniques to
other types of relational extensions�
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A Temporal Queries

The appendix lists the actual queries used to determine which value to use for NOW in Section ����
There� we wanted to use a SQL�� CASE statement in the queries� but this construct is not available in
the DBMS used� Oracle ������ Instead� have we used NVL when using NULL for NOW � this operator is
similar to the SQL�� COALESCE operator� When we studied the performance of using the minimum and
the maximum values for NOW � we used OR in place of the CASE statement�

In the test� we have used the Oracle data type DATE for time attributes using the �nest granularity
of seconds� The minimum and maximum values for this data type are �	��	���
��� 		�		�		� and
�������
��� �������� respectively� Finally� because Oracle does not allow the use of hyphens in
identi�ers� we use in the queries VTS for V�Begin� VTE for V�End� TTS for T�Start� and TTE for T�Stop�

All queries have the same SELECT and FROM clauses� but have di�erent predicates in their WHERE

clauses� This general format and the varying predicates follow�

SELECT Unique�� two

FROM TableOne

WHERE �predicate��

Query � predicates using NULL� the minimum value� and the maximum value for NOW �

TS �� SYSDATE AND NVL�VTE� SYSDATE	 �� SYSDATE AND TTE IS NULL

VTS �� SYSDATE AND �VTE � SYSDATE OR VTE � ������������ ���������	 AND

TTE � ������������ ���������

VTS �� SYSDATE AND VTE �� SYSDATE AND TTE � �
��������� �
�����

Query  predicates using NULL� the minimum value� and the maximum value for NOW �

VTS �� ��������� ��������� AND NVL�VTE� SYSDATE	 � ��������� ��������� AND

TTE IS NULL

VTS �� ��������� ��������� AND

�VTE � ��������� ��������� OR VTE � ������������ ���������	 AND

TTE � ������������ ���������

VTS �� ��������� ��������� AND VTE � ��������� ��������� AND

TTE � �
��������� �
�����

Query � predicates using NULL� the minimum value� and the maximum value for NOW �

VTS �� ��������
 ��������� AND NVL�VTE� SYSDATE	 � ��������
 ��������� AND

TTS �� ��������
 ��������� AND NVL�TTE� SYSDATE	 � ��������
 ���������

VTS �� ��������
 ��������� AND

�VTE � ��������
 ��������� OR VTE � ������������ ���������	 AND

TTS �� ��������
 ��������� AND

�TTE � ��������
 ��������� OR TTE � ������������ ���������	

VTS �� ��������
 ��������� AND VTE � ��������
 ��������� AND

TTS �� ��������
 ��������� AND TTE � ��������
 ���������




